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ABSTRACT

Fully polarimetric synthetic aperture radar (PolSAR) Earth Observations showed great potential for mapping and monitoring agro-environmental systems. Numerous polarimetric features can be extracted from these complex observations which may lead to improve accuracy of land-cover classification and object characterization. This article employed two well-known decision tree ensembles, i.e. bagged tree (BT) and random forest (RF), for land-cover mapping from PolSAR imagery. Moreover, two fast modified decision tree ensembles were proposed in this article, namely balanced filter-based forest (BFF) and cost-sensitive filter-based forest (CFF). These algorithms, designed based on the idea of RF, use a fast filter feature selection algorithms and two extended majority voting. They are also able to embed some solutions of imbalanced data problem into their structures. Three different PolSAR datasets, with imbalanced data, were used for evaluating efficiency of the proposed algorithms. The results indicated that all the tree ensembles have higher efficiency and reliability than the individual DT. Moreover, both proposed tree ensembles obtained higher mean overall accuracy (0.5–14% higher), producer’s accuracy (0.5–10% higher), and user’s accuracy (0.5–9% higher) than the classical tree ensembles, i.e. BT and RF. They were also much faster (e.g. 2–10 times) and more stable than their competitors for classification of these three datasets. In addition, unlike BT and RF, which obtained higher accuracy in large ensembles (i.e. the high number of DT), BFF and CFF can also be more efficient and reliable in smaller ensembles. Furthermore, the extended majority voting techniques could outperform the classical majority voting for decision fusion.
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1. Introduction

Land-cover mapping using polarimetric synthetic aperture radar (PolSAR) observations images has recently received considerable attention in the remote sensing community for agro-environmental mapping and monitoring. PolSAR data can be acquired day or night, and are virtually unaffected by weather and atmospheric conditions unlike the
optical remotely-sensed data (Qi et al. 2015; Du et al. 2014). In addition to this oft-quoted vantage, various polarimetric features can be extracted from PolSAR data. These features are scattering components, coherency and covariance matrices, target decompositions, and polarimetric discriminators, to name a few. They provide useful information about physical, geometrical, and phenological properties of ground objects and can lead to increase overall land-cover classification (Alberga 2007; Alberga et al. 2008; Lardeux et al. 2009; Lonqqvist et al. 2010; Du et al. 2014; Du et al. 2015; Tamiminia et al. 2017). However, there may be a relatively high correlation among some polarimetric features (Salehi, Sahebi, and Maghsoudi 2014).

In the past two decades, several well-known classification algorithms such as maximum likelihood (Dargahi, Maghsoudi, and Abkar 2013; Shokrollahi and Ebadi 2016), Wishart maximum likelihood (Lee, Grunes, and Kwok 1994; Ferro-Famil, Pottier, and Lee 2001; Souissi, Doulgeris, and Eltoft 2007; Gao and Ban 2008; Ainsworth, Kelly, and Lee 2009; Lardeux et al. 2009; Lonqqvist et al. 2010; Sánchez-Lladó, Pajares, and López-Martínez 2011; Atwood, Small, and Gens 2012; Qi et al. 2012; Dargahi, Maghsoudi, and Abkar 2013; Salehi, Sahebi, and Maghsoudi 2014; Ma et al. 2014; Safari, Maghsoudi, and Valadan Zoej 2015; Qi et al. 2015; Shokrollahi and Ebadi 2016), decision tree (DT) (Mishra, Singh, and Yamaguchi 2011; Qi et al. 2012; McNairn et al. 2014; Qi et al. 2015), neural network (Hara et al. 1994; Song, Yun, and Hui 2004; Bruzzone et al. 2004; Alberga et al. 2008; Salehi, Sahebi, and Maghsoudi 2014; Xu, Li, and Brenning 2014), Support Vector Machine (SVM), and kernel methods (Fukuda and Hirosawa 2001; Waske and Van Der Linden 2008; Lardeux et al. 2009; Shah Hosseini et al. 2011; Maghsoudi, Collins, and Leckie 2012; Xiangwei et al. 2013; Souissi, Ouarzeddine, and Belhadj-Aissa 2014; Bai et al. 2014; Niu and Ban 2014; Salehi, Sahebi, and Maghsoudi 2014; Du et al. 2014; Ma et al. 2014; Xu, Li, and Brenning 2014; Uhlmann and Kiranyaz 2014; Qi et al. 2015; Habibi et al. 2016; Shokrollahi and Ebadi 2016) have widely been used for land-cover mapping from PolSAR data. The high correlation among the polarimetric features can cause several difficulties, such as increasing complexity and computational load, in land-cover classification by the above-mentioned methods, except for SVM and kernel methods. SVM method can be effective in this condition by employing kernel functions. However, it may face some other challenges as follows: SVM’s efficiency is highly affected by its kernel function’s parameters. Moreover, tuning these parameters is a challenging task in data classification. Furthermore, SVM is sensitive to noise or outliers in data (Khosravi and Mohammad-Beigi 2014). Some studies have used feature selection algorithms for improving overall accuracy of land-cover mapping using PolSAR data (Alberga et al. 2008; Lardeux et al. 2009; Haddadi, Reza Sahebi, and Mansourian 2011; Maghsoudi, Collins, and Leckie 2012; Qi et al. 2012; Xiangwei et al. 2013; Salehi, Sahebi, and Maghsoudi 2014; Bai et al. 2014; Shokrollahi and Ebadi 2016). Feature selection algorithms can, in general, reduce data dimensionality for classification, however, some of them cannot singly often lead to significant increase in accuracy.

In the recent years, decision tree ensembles, especially bagged tree (BT) and random forest (RF), as the state-of-art classification methods, have also been used in a few studies for land-cover mapping using PolSAR imagery (e.g. Waske and Van Der Linden 2008; Waske and Braun 2009; Shang et al. 2011; Deschamps et al. 2012; Uhlmann and Kiranyaz 2014; Du et al. 2015). These approaches have several advantages over SVM; they are less sensitive to outliers in data (Breiman 2001). Moreover, RF, as a combination of BT and a feature
selection algorithm, typically performs better and is much less sensitive to the imprecise selection or estimation of its parameters. The feature selection algorithm, used in RF, is the random subset feature selection (RSFS) method. RSFS is a wrapper algorithm, which employs $k$-nearest neighbour ($k$-NN) classifier to evaluate the selected feature subsets (Räsänen and Pohjalainen 2013). Wrapper algorithms although usually lead to produce high accuracy, they are really time-consuming. By contrast, filter algorithms are generally much faster than wrapper algorithms (Zeng et al. 2015). Fast-correlation based filter (FCBF) method, as a filter algorithm, is proved to have an excellent efficiency in high-dimensional feature space (Senliol et al. 2008). Consequently, RSFS can be replaced with FCBF method. Moreover, RF employs a majority voting (MV) technique for fusing decisions. In MV method, a winning class, which has received the highest number of votes by individual DTs, is assigned for a given sample (Mangai et al. 2010). However, two ambiguities may occur during MV procedure. First, two or several classes may have the same highest number of votes for a given sample. Second, no class has the highest number of votes. Accordingly, MV may not explicitly perform in these two conditions. Therefore, it is necessary to resolve these two ambiguities by extending MV technique.

Another challenging issue we may face with in a classification task is the imbalanced data problem. This issue occurs when one or several classes, i.e. minority classes, have much lower number of data compared to other classes, i.e. majority ones (He and Garcia 2009). This problem can be also a discussible issue in land-cover classification using PolSAR data, yet has received virtually no attention in previous PolSAR classification studies. All the classical classification algorithms, even BT and RF are naturally designed to minimize the overall error rate rather than addressing minority classes and thus do not usually perform very well in classification of imbalanced data. To address this problem, we aim to propose two fast enhanced decision tree ensembles called balanced filter-based forest (BFF) and cost-sensitive filter-based Forest (CFF). These two proposed tree ensembles benefit from the main idea of generating RF with several enhancements as follows: (i) using a filter feature selection algorithm, i.e. FCBF method; (ii) embedding two strategies into their structures to resolve the imbalanced data problem; and (iii) proposing two extended majority voting for the proposed ensembles in decision fusion step.

The main objectives of this article can be summarized as follows: (i) comparing the tree ensembles with individual DT for classifying three imbalanced PolSAR datasets; (ii) comparing classical tree ensembles, i.e. BT and RF, with proposed tree ensembles, i.e. BFF and CFF, in terms of overall accuracy, efficiency, reliability, stability and training speed; (iii) evaluating the impact of different training sample sizes on the classification efficiency by all algorithms; and (iv) comparing extended voting techniques and classical majority voting for decision fusion.

2. Methodology
2.1. Classical ensemble systems

Ensemble systems are normally referred to as multiple classifier systems in which variants of the same classifier (so-called ‘base classifier’) are combined by manipulation of training samples or features space, or both (Du et al. 2012). The most frequently used ensemble systems are BT and RF.
2.1.1. **Bagged tree**

BT is a special case of bagging system. In bagging (the acronym of bootstrap aggregating) method, the training samples are randomly, with replacement, divided into several bags or sub samples. Each bag is then used to learn a different type of the same classifier, e.g. DT as the base classifier for BT method. The outputs of the classifiers are finally fused together by employing the MV technique (Du et al. 2012). BT has some parameters, one of which is the most important to be tuned, i.e. the number of decision trees used in the ensemble (nTrees).

2.1.2. **Random forest**

RF integrates the idea of the BT and feature selection method by manipulating both training samples and feature sets. In fact, at each bag of RF algorithm, several features (mTry) are chosen by the RSFS algorithm, from the entire feature set. RSFS uses a random, without replacement, feature search space and employs k-NN classifier to evaluate the feature subsets (Räsänen and Pohjalainen 2013; Pohjalainen, Räsänen, and Kadioglu 2015). Unlike BT, RF has two main important parameters to be tuned: nTrees and mTry.

2.2. **Proposed ensemble systems**

Two proposed ensemble systems, BFF and CFF, are designed based on the idea of RF. However, these proposed algorithms are different from the classical RF in three main ways (see Figure 1): feature selection step, decision fusion step, and focus on the imbalanced data. They are as follows:

- **Feature selection step:**

Unlike RF, which uses a wrapper algorithm (i.e. RSFS), a filter algorithm, called FCBF algorithm is used in both BFF and CFF during the feature selection step.

First proposed by Yu and Liu (2003), FCBF is a multivariate algorithm, which starts with a full set of features. It uses symmetrical uncertainty (SU) to calculate dependency of features, and finds the best subset using a backward selection technique with sequential search strategy. SU is a normalized information theory measure based on the entropy values and is defined as follows (Senliol et al. 2008):

\[
SU(X, Y) = 2 \left( \frac{IG(X, Y)}{H(X) + H(Y)} \right) = 2 \left( \frac{H(X) - H(X|Y)}{H(X) + H(Y)} \right),
\]

where \(X\) and \(Y\) are two feature vectors, \(H(X)\) and \(H(Y)\) are their entropy, and \(IG(X, Y)\), which represents information gain, is their mutual information. SU values are ranged between [0, 1]. A value of 1 indicates that using one feature can completely predict the values of another, while, zero implies that two features are totally independent. FCBF stops when there are no features left to be eliminated (Senliol et al. 2008).

FCBF is a correlation-based algorithm which runs significantly faster than other feature selection algorithms, especially wrapper algorithms such as RSFS. In addition, it
has shown high efficiency in detecting the most informative features in high-dimensional data (Yu and Liu 2003; Senliol et al. 2008).

- Decision fusion step:

Unlike RF, in which an MV is used, two extended majority voting techniques are proposed for the proposed ensembles in the decision fusion step.

As previously said, two ambiguities may occur during the MV procedure. First, two or several classes may have the same highest number of votes for a given sample. In other words, the mode of decisions of individual DTs is non-unique. As an example, Figure 2(a) shows two classes of \( w_2 \) and \( w_6 \), which have received three votes by the DTs for sample \( x \). Which of \( w_2 \) or \( w_6 \) should be selected as winning class for \( x \)? Second, no class has the highest number of votes. In other words, the individual DTs have the diverse decisions about some samples, for example, for \( y \) in Figure 2(b). Which classes should be selected as winning class for \( y \)?

Figure 1. Schematic flowchart of proposed ensembles: (a) BFF and (b) CFF. Comparison with procedure of RF.
Due to the above-mentioned ambiguities, MV accordingly cannot explicitly decide for all samples. Therefore, this article proposes an objective majority voting (OMV), as an extended version of MV, with a goal to objectively resolve these ambiguities by offering two practical strategies. As can be seen in Figure 3(a), for a test sample p, OMV may perform in one of the following ways:

1. In an unequivocal case, when the number of votes for class \( w_i \) is more than or equal to \( n/2 + 1 \) (\( n \) is the number of the DTs) or the maximum vote, then OMV operates similar to MV and assigns \( w_i \) to \( p \).
2. When the number of votes for two or several classes (\( w_i, w_j, \ldots, w_l \); \( i \neq j \neq l, i, j, l \in \{1, 2, 3, \ldots, k\} \)) is equal together (first ambiguity in MV), then OMV operates based
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**Figure 2.** Two ambiguities may occur in MV procedure. (a) First ambiguity: e.g. for sample \( x \), two classes of \( w_2 \) and \( w_6 \) have the same highest number of votes. (b) Second ambiguity: e.g. for sample \( y \), all the classes have vote of 1.

![Figure 3](image.png)

**Figure 3.** Schematic flowchart of proposed voting techniques: (a) OMV and (b) WMV.
on the ratio of the producer’s accuracy (PA) and the user’s accuracy (UA) of the DTs for respective classes as follows: \( p \) belongs to class obtained by \( D_u \) (decision of \( DT_u \), \( u \in \{1, 2, 3, \ldots, n\} \)), if the summation of \( PA_u/UA_u \) is maximum among all \( PA/UA \).

(3) When the individual DTs have the diverse decisions about sample \( p \) (second ambiguity in MV), OMV then operates based on the overall accuracy (OA) of the DTs as follows: \( p \) belongs to the class which is output by the DT having the highest OA.

Weighted majority voting (WMV) is another extended version of MV, which is more competent for decision fusion when the classifiers operate in the dissimilar conditions or the weights of data and/or classes are not equal. Here, the WMV employs a weight (\( \omega_i \), \( i = 1, 2, 3, \ldots, k \)) for each class. Then, a winning class, which has received the highest number of weighted votes by the individual DTs, is assigned to the test sample \( q \) (see Figure 3(b)). In this article, OMV is employed for BFF, and WMV for CFF. In the next section, we will describe how the weight of each class is determined.

- **Imbalanced data problem:**

Unlike RF, which is not naturally designed for solving the imbalanced data problem, several strategies are considered in the structure of the proposed ensembles.

Generally, two common strategies are considered in literature to solve the problem of imbalanced data classification (He and Garcia 2009). First strategy is to use the sampling techniques, either of under-sampling the majority class or over-sampling the minority class, to establish an artificial balance in the distribution of the classes. The most important sampling method, i.e. random under-sampling method, establishes the balance between the data by disregarding some of the majority class samples and random over-sampling method aims to establish the balance between the data by randomly replicating or reusing the minority class samples (Longadge and Dongre 2013).

Second strategy is based on the cost-sensitive learning. In contrast to sampling techniques, cost-sensitive learning considers the costs associated with misclassifying samples (He and Garcia 2009). The foundation of the cost-sensitive learning is based on the cost matrix. It can be defined by the penalty of classifying samples from one class to another. For example, in a two-class task, \( C(Maj, Min) \) is defined as the cost of misclassifying a minority samples as a majority one and \( C(Min, Maj) \) is the reverse. Certainly, there is no cost for correct classification of either class. Moreover, in an imbalanced data problem, the misclassification of cost of the minority samples is higher than the majority samples ones, i.e. \( C(Maj, Min) > C(Min, Maj) \). The cost matrix concept can be extended to a multi-class task (see Figure 4).

In this case, \( C(i, j) \) represents the cost of predicting class \( w_j \) when the true class is \( w_i \) (\( w_i, w_j \in Y = \{1, 2, \ldots, k\} \)), and \( C(i, i) = 0 \). Then, the cost-sensitive learning aims to develop a hypothesis that minimizes the overall cost on the training samples, which is usually the Bayes conditional risk. It is defined as \( R(i|x) = \Sigma_j P(j|x) \times C(i, j) \), where \( P(j|x) \) indicates the probability of each class \( w_j \) for a given sample \( x \) (He and Garcia 2009).

The modified form of first strategy is employed in BFF sampling phase and the second strategy is embedded into CFF learning phase.
Based on the three differences above mentioned, two proposed decision tree ensemble algorithms operate as follows:

### 2.2.1. Balanced filter-based forest (BFF)

BFF has the following steps (see Figure 1(a)): similar to RF during the first step, the training samples are divided into several bags by the bootstrap re/sampling method. The bootstrap method is a uniformly random sampling method with replacement. In each bag, around 60–75% of the entire training samples are randomly drawn (Du et al. 2012). Due to the sampling scheme with replacement, some observations may be repeated in each bag. However, for a training procedure using the imbalanced data, there is a high probability that each selected bag contains few or even none of the minority classes. This can lead to building a DT with weak efficiency for the classification of these classes. To solve this problem, we do not employ two above-mentioned sampling techniques. Since there are several concerns about these methods. Under-sampling methods may lose the valuable majority samples in process of removing. The duplicated or synthetically generated minority data may be also improper representatives of the minority class and be then useless for classification in over-sampling methods (Longadge and Dongre 2013). Therefore, this article proposes a different sampling technique called as balanced bootstrap sampling. It performs as follows: for each bag, a bootstrap sample is first selected from the minority class. The same number of cases is then randomly chosen with replacement from the other classes.

After generating the bags, the FCBF algorithm is employed to select the optimum feature subsets for each bag. Unlike the RF, it is not necessary to determine the number of features that should be selected for each bag by the FCBF in the BFF. Then, an individual DT classifier is trained using each bag. In contrast to the RF, we allow the
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individual DTs to be pruned after growing in the BFF. Finally, the outputs of the individual DTs are fused by the proposed OMV algorithm.

2.2.2. Cost-sensitive filter-based forest (CFF)

CFF has these steps (see Figure 1(b)): a simple bootstrap sampling, similar to RF, is used to generate the training bags. Afterwards, similar to the BFF, the FCBF algorithm is employed to select the optimum feature subsets for each bag. An individual DT classifier with pruning is then trained using each bag. In BFF, each individual DT was trained with equal costs for all the classes. However, in CFF, the cost-sensitive learning is employed in the individual DTs learning phase.

Since each DT tends to be biased towards the majority classes, we should consider a heavier penalty on the misclassification of the minority classes. Therefore, for each bag, a square cost matrix, with the size of $k \times k$, where $k$ is the number of classes, is established in such a way that the minority classes receive a higher misclassification cost than the majority classes. This matrix is then injected to the learning phase of each tree. After training all the DTs, their outputs are fused by the WMV algorithm, in which, the weight of each class is the normalized sum of the respective rows of that class in the cost matrix.

3. Datasets and pre-processing

3.1. PolSAR data

Three PolSAR datasets acquired by different SAR sensors over different areas are used in this article for efficiency evaluation of the proposed approach (see Table 1).

First dataset was acquired by the airborne AIRSAR sensor in L-Band over the Flevoland, the Netherlands in 1989 with a nominal spatial resolution of 10 m. It covers a large agricultural area of flat topography and homogeneous soils. The second dataset was collected by the airborne EMISAR sensor in L-Band over Foulum, a village in Denmark, on 17 April 1989. The data has a 5 m spatial resolution and the region consists of forest, agricultural, and urban areas. The first and the second datasets can be downloaded at the European Space Agency (ESA) Website (http://earth.eo.esa.int/PolsARpro/datasets.html). The final dataset was acquired by the airborne UAVSAR L-Band sensor over an annual agricultural cropland area in Winnipeg, Manitoba, Canada, on 29 June 2012. This image has a 12 m spatial resolution. The third data can be downloaded at the UAVSAR NASA JPL website (http://uavsar.jpl.nasa.gov/cgi-bin/data.pl). The Pauli RGB and the reference land-cover maps for these datasets are shown in Figure 5.

As the pre-processing step, the refined Lee filter with a window size of $7 \times 7$ is applied to all three images to reduce the speckle. This filter can preserve the edges, as well as the polarimetric properties of the ground targets (Lee, Grunes, and De Grandi

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Platform</th>
<th>Properties</th>
<th>Resolution (m)</th>
<th>Number of looks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flevoland, Netherlands</td>
<td>AIRSAR</td>
<td>Airborne PolSAR mode</td>
<td>10 × 10</td>
<td>4 × 4</td>
</tr>
<tr>
<td>Foulum, Denmark</td>
<td>EMISAR</td>
<td>Airborne PolSAR mode</td>
<td>5 × 5</td>
<td>1 × 1</td>
</tr>
<tr>
<td>Winnipeg, Canada</td>
<td>UAVSAR</td>
<td>Airborne PolSAR mode</td>
<td>12 × 12</td>
<td>2 × 2</td>
</tr>
</tbody>
</table>
This filter and kernel size produce the highest overall accuracy based on our experimental tests.

3.2. Training and test samples

According to the reference map of these datasets, there are 11 land covers for Flevoland as follows: stembeans (St), forest (Fo), water (Wa), potatoes (Po), rapeseed (Ra), wheat (Wh), bare soil (Ba), lucerne (Lu), peas (Pe), grass (Gr), and beet (Be), 5 land covers for Foulum as follows: oats (Oa), rye (Ry), forest (Fo), urban (Ur), and wheat (Wh), and 7 crop types for Winnipeg as follows: canola (Ca), corn (Co), oats (Oa), soybeans (So), wheat (Wh), broadleaf (Br), and forage (Fo). Table 2 presents the number of samples for each class and its percent in relation to all samples. For the experiment, we choose 10% of all samples for training algorithms and the remaining are used for the accuracy assessment. The number of samples for classes of all three datasets is significantly imbalanced. In

Figure 5. Three PolSAR datasets used in this paper, Flevoland, Foulum, and Winnipeg: (a), (b), and (c) show their respective geographical locations, (d), (e), and (f) Pauli RGB colour composites (blue: $|HH + VV|$, green: $2|HV|$, red: $|HH - VV|$) and the reference maps of the PolSAR datasets.
Flevoland, the ratio of 1 to 7, in Foulum, the ratio of 1 to 4, and in Winnipeg, the ratio of 1 to 15 are established between the minority and majority classes. Water, beet, stembeans, grass, lucerne, peas, and potatoes in Flevoland, wheat, and urban in Foulum, and forage, and broadleaf in Winnipeg, are the minority classes.

### 3.3. Polarimetric feature extraction

A variety of useful polarimetric features can be extracted from PolSAR data for land-cover classification. Features related to the scattering, coherency and covariance matrices and features obtained by coherent and incoherent target decomposition methods have shown potential for classification of various land covers (Tamiminia et al. 2017).

The primary features that can be extracted from the PolSAR imagery and are useful for classifying diverse land covers are the linear backscatter intensities ($\sigma_{hh}$, $\sigma_{hv}$, and $\sigma_{vv}$), the ratio of linear polarizations ($R_{hhvv}$, $R_{hvhv}$, and $R_{hvvh}$) and the ratio values of linear polarizations to total backscattering power, i.e. span ($R_{hvh}, R_{hvvh},$ and $R_{hvvh}$). In addition, based on the polarization synthesize theory, the circular backscatter intensities ($\sigma_{rr}, \sigma_{rl},$ and $\sigma_{ll}$), the ratio of circular polarizations ($R_{rrll}, R_{rlrr},$ and $R_{rlll}$) and the ratio values of circular polarizations to total power ($R_{rr}, R_{rl},$ and $R_{ll}$) can be helpful. Furthermore, the linear ($\rho_{hhvv}, \rho_{hvvh}, \rho_{hvvh},$ and $\rho$) and circular ($\rho_{rrll}, \rho_{rlrr}, \rho_{rlll},$ and $\rho_{circ}$) correlation coefficients are important features for discriminating natural areas from urban areas (Nghiem et al. 1992; Moriyama et al. 2004; Lardeux et al. 2009; Lonnqvist et al. 2010). Here, ‘h’ and ‘v’ denote the horizontal and vertical linear polarization basis, and ‘r’ and ‘l’ denote the right-hand and left-hand circular polarization basis.

In addition to those described above, the features extracted by the coherent and incoherent target decomposition methods can provide useful information about the scattering mechanisms of land-cover classes and objects. Pauli ($|\alpha|^2$ and $|\beta|^2$) and Krogager ($|K_\alpha|^2$ and $|K_\beta|^2$) decomposition parameters are the most important coherent decompositions features (Krogager 1990; Cloude and Pottier 1996). By contrast, Freeman-Durden ($P_s$ and $P_d$), Yamaguchi ($P_s^r$, $P_d^r$, $P_s^y$, and $P_d^y$), and Cloude and Pottier parameters including entropy ($H$), anisotropy ($A$) and alpha ($\bar{a}$), four combinations of $H$ and $A$, i.e. $HA$, $H(1-A)$, $(1-H)A$, and $(1-H)(1-A)$, eigenvalues of the coherency matrix ($\lambda_1$, $\lambda_2$, and $\lambda_3$), pedestal height ($\psi$), and radar vegetation index (RVI),

### Table 2. All samples of classes for the PolSAR datasets.

<table>
<thead>
<tr>
<th>Class</th>
<th>Number</th>
<th>Ratio (%)</th>
<th>Class</th>
<th>Number</th>
<th>Ratio (%)</th>
<th>Class</th>
<th>Number</th>
<th>Ratio (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>St</td>
<td>4326</td>
<td>5.89</td>
<td>Oa</td>
<td>35,034</td>
<td>20.78</td>
<td>Ca</td>
<td>30,818</td>
<td>24.99</td>
</tr>
<tr>
<td>Fo</td>
<td>8114</td>
<td>11.05</td>
<td>Ry</td>
<td>33,678</td>
<td>19.97</td>
<td>Co</td>
<td>15,425</td>
<td>12.51</td>
</tr>
<tr>
<td>Wa</td>
<td>2463</td>
<td>3.36</td>
<td>Fo</td>
<td>63,529</td>
<td>37.68</td>
<td>Oa</td>
<td>15,091</td>
<td>12.23</td>
</tr>
<tr>
<td>Po</td>
<td>5791</td>
<td>7.89</td>
<td>Ur</td>
<td>20,520</td>
<td>12.17</td>
<td>So</td>
<td>26,116</td>
<td>21.17</td>
</tr>
<tr>
<td>Ra</td>
<td>11,387</td>
<td>15.51</td>
<td>Wh</td>
<td>15,847</td>
<td>9.40</td>
<td>Br</td>
<td>3655</td>
<td>2.96</td>
</tr>
<tr>
<td>Wh</td>
<td>14,704</td>
<td>20.03</td>
<td>Ba</td>
<td>7948</td>
<td>10.83</td>
<td>Fo</td>
<td>2047</td>
<td>1.66</td>
</tr>
<tr>
<td>Lu</td>
<td>5219</td>
<td>7.11</td>
<td>Pe</td>
<td>5492</td>
<td>7.48</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pe</td>
<td>4942</td>
<td>6.73</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Be</td>
<td>3019</td>
<td>4.11</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Flevoland, the ratio of 1 to 7, in Foulum, the ratio of 1 to 4, and in Winnipeg, the ratio of 1 to 15 are established between the minority and majority classes. Water, beet, stembeans, grass, lucerne, peas, and potatoes in Flevoland, wheat, and urban in Foulum, and forage, and broadleaf in Winnipeg, are the minority classes.
are the most important incoherent polarimetric features (Lee and Pottier 2009; Cloude and Pottier 1997; Freeman and Durden 1998; Yamaguchi et al. 2005). It is noteworthy that the third Pauli (|ψ|^2 = 2|S_{hhv}|^2), third Freeman-Durden (P_v = |S_{hhv}|^2) and the first Krogager (|k_i|^2 = |S_{rr}|^2) parameters are not employed in this paper, because they are equal to the backscatter intensities. Here, the subscripts ‘s’, ‘d’, and ‘v’ denote the surface, double-bounce, and volume scattering powers, respectively. Moreover, the subscripts ‘h’ and ‘c’ denote helix scattering power for Krogager and Yamaguchi (Y) decompositions, respectively.

In general, although each of the above-mentioned features may be useful for classifying or discriminating a few or some land-cover classes, they may be less useful for discriminating others. In this work, we aim to stack all these features together to obtain high efficiency and accuracy for discriminating all land covers. Therefore, in total, 48 polarimetric features are extracted from each dataset (see Table 3).

4. Implementation and results

The experimental tests performed were as follows: (i) the tree ensemble systems were compared with the individual DT in terms of accuracy; (ii) the classical ensembles, the BT and the RF, were compared with two proposed ensembles, the BFF and the CFF, at nTrees of [5, 10:10:100, 200] in terms of accuracy and performance speed. For the RF,

<table>
<thead>
<tr>
<th>Description</th>
<th>Feature symbols and formulas</th>
</tr>
</thead>
<tbody>
<tr>
<td>Backscattering intensities (dB)</td>
<td>σ_{hh} = 10 \log_{10}</td>
</tr>
<tr>
<td>Polarization ratio (dB)</td>
<td>R_{hhv} = 10 \log_{10}\left(\frac{</td>
</tr>
<tr>
<td>Ratio values</td>
<td>R_{rh} =</td>
</tr>
<tr>
<td>Correlation coefficients modulus</td>
<td>ρ_{hhv}, \quad ρ_{hvh}, \quad ρ_{vvh}, \quad ρ_{rrl}, \quad ρ_{rlr}, \quad ρ_{lrr}, \quad r^{sp}</td>
</tr>
<tr>
<td>Cloud and Pottier parameters</td>
<td>H = -\sum_{i=1}^{3} p_i \log_2 p_i, \quad A = (λ_2 - λ_3)/(λ_2 + λ_3), \quad B = \sum_{i=1}^{3} p_i \alpha_i</td>
</tr>
<tr>
<td>Pauli parameters</td>
<td></td>
</tr>
<tr>
<td>Krogager parameters</td>
<td></td>
</tr>
<tr>
<td>Freeman-Durden parameters</td>
<td>P_s = f_s(1 +</td>
</tr>
<tr>
<td>Yamaguchi parameters</td>
<td>P_γ = f_γ(1 +</td>
</tr>
<tr>
<td>span =</td>
<td>S_{hh}</td>
</tr>
</tbody>
</table>

Table 3. Polarimetric features extracted by the PolSAR datasets.
mTry = 7, i.e. the round of the square root of all features, 48, according to the previous studies (e.g. Breiman 2001; Hastie, Tibshirani, and Friedman 2009); (iii) the impact of different sizes of the training samples on the classification accuracy was evaluated, and (iv) the comparative analysis of OMV and WMV with MV, in terms of accuracy, was also performed. For accuracy assessment, we used the common metrics namely OA, PA, and UA, extracted from the confusion matrix. OA is a generic performance metric. Moreover, a higher PA of a class indicates a better efficiency of an algorithm in detecting that class, while a high UA implies the high reliability of the results produced by the algorithm (Congalton 1991; Khoshelham et al. 2010). Table 4 presents the evaluation results of the algorithms on the PolSAR data. Figures 6 and 7 demonstrate the OA plots and training time of the tree ensembles at all the nTrees. Figures 8–10 also demonstrate the PA and UA plots averaged over nTrees for the tree ensembles and the PA and the UA of the individual DT for Flevoland, Foulum, and Winnipeg datasets, respectively.

4.1. Tree ensembles versus individual tree

From Table 4, one could see that the OA mean values (over the nTrees) of all the tree ensembles were higher than the OA of the individual DT: around 2–9% higher for Flevoland dataset (the lowest difference), 21–35% higher for Foulum dataset (the highest difference) and 10–16% for Winnipeg dataset. All the tree ensembles were also more efficient than the individual DT in discriminating the classes in Flevoland, Foulum and Winnipeg datasets due to higher PA. Moreover, due to higher UA, all the tree ensembles have obtained more reliable results than the individual DT for the classes in all three datasets.

Figures 8–10 also indicated higher PA and UA values of all the tree ensembles, especially BFF and CFF, compared to the individual DT for most of the classes. For example, for Flevoland dataset, stembeans, forest, potatoes, wheat, lucerne, peas, grass, and beet, for Foulum dataset, rye, forest, urban, and wheat, and for Winnipeg dataset, canola, oats, and wheat classes have been classified more accurately (thanks to higher PA values) and more reliably (thanks to higher UA values) by all or most of the tree ensembles when compared to the individual DT.

Figures 8(a)–10(a) demonstrated that the tree ensembles were significantly more efficient (with around 20–45% higher PA values) when compared to the individual DT.

Table 4. Evaluation results of all algorithms for all datasets (highest values among the methods for each metric were bolded. SD: standard deviation).

<table>
<thead>
<tr>
<th></th>
<th>DT</th>
<th>BT</th>
<th>RF</th>
<th>BFF</th>
<th>CFF</th>
</tr>
</thead>
<tbody>
<tr>
<td>OA (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>{mean over nTrees}</td>
<td>Flevoland</td>
<td>76.39</td>
<td>78.76</td>
<td>84.41</td>
<td>85.49</td>
</tr>
<tr>
<td></td>
<td>Foulum</td>
<td>57.89</td>
<td>78.89</td>
<td>85.24</td>
<td>87.31</td>
</tr>
<tr>
<td></td>
<td>Winnipeg</td>
<td>71.25</td>
<td>80.75</td>
<td>82.86</td>
<td>85.15</td>
</tr>
<tr>
<td>OA (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>{SD over nTrees}</td>
<td>Flevoland</td>
<td>–</td>
<td>0.78</td>
<td>1.16</td>
<td>0.57</td>
</tr>
<tr>
<td></td>
<td>Foulum</td>
<td>–</td>
<td>1.39</td>
<td>0.93</td>
<td>0.58</td>
</tr>
<tr>
<td></td>
<td>Winnipeg</td>
<td>–</td>
<td>1.32</td>
<td>1.89</td>
<td>1.25</td>
</tr>
<tr>
<td>Mean PA (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>{mean over classes}</td>
<td>Flevoland</td>
<td>78.53</td>
<td>80.41</td>
<td>85.82</td>
<td>87.11</td>
</tr>
<tr>
<td></td>
<td>Foulum</td>
<td>63.67</td>
<td>81.07</td>
<td>87.05</td>
<td>88.38</td>
</tr>
<tr>
<td></td>
<td>Winnipeg</td>
<td>69.61</td>
<td>75.31</td>
<td>77.92</td>
<td>80.18</td>
</tr>
<tr>
<td>Mean UA (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>{mean over classes}</td>
<td>Flevoland</td>
<td>77.06</td>
<td>79.21</td>
<td><strong>86.28</strong></td>
<td>87.29</td>
</tr>
<tr>
<td></td>
<td>Foulum</td>
<td>62.69</td>
<td>82.80</td>
<td>89.34</td>
<td>89.66</td>
</tr>
<tr>
<td></td>
<td>Winnipeg</td>
<td>67.07</td>
<td>78.61</td>
<td>82.54</td>
<td>86.81</td>
</tr>
</tbody>
</table>
in separating the grass lands for Flevoland, the oats, rye, and urban areas for Foulum, and the canola, corn and oats crops for Winnipeg. Moreover, from Figures 8(b)–10(b), higher reliability of the ensembles (with around 15–60% higher UA values) compared to the individual DT was reported in separating water, wheat, lucerne, and beet for Flevoland, as well as rye, forest, urban, and wheat for Foulum and the canola, oats, and broadleaf for Winnipeg.
Overall, the tree ensembles outperformed the individual DT. However, for a few classes in the Flevoland and Winnipeg datasets, less accurate classification results were obtained by the ensembles. For example, all the tree ensembles had lower efficiency (lower PA values) than the individual DT in separating water class in Flevoland dataset, although they had more reliability (higher UA values). By contrast, the individual DT was more reliable in separating soybeans in Winnipeg dataset although with a lowest efficiency. For forage class in Winnipeg dataset, both RF and CFF had lower efficiency and lower reliability, BFF had lower efficiency, and BT had lower reliability than the individual DT. Although, the individual DT obtained slightly better efficiency (around 4% higher PA) than BT, RF, and CFF in classification of the broadleaf class in Winnipeg, it had the worst reliability (around 90% lower UA than all the tree ensembles).

Based on these results, we can conclude that the tree ensemble systems can often obtain more accurate and more reliable results as compared to the individual DT from the PolSAR data in a relatively high-dimensional feature space.

Figure 9. (a) PA (%) and (b) UA (%) Plots averaged over nTrees for the tree ensembles and the individual DT algorithms for Foulum dataset.
Classical versus proposed tree ensembles

From Table 4, the proposed ensembles, i.e. BFF and CFF, had higher OA mean values than BT (4–14%) and RF (0.5–8%) respectively, for all three datasets. In addition, for all the nTrees of all datasets, BFF and CFF had much higher OA than BT (around 2–13% higher). Furthermore, they had higher OA than RF for all the nTrees in the Foulum dataset (approximately 0.5–6% higher), and for most of them in the Flevoland and Winnipeg datasets (see Figure 6). Regarding comparison of two proposed ensembles together, CFF often obtained higher OA than BFF for most of the nTrees in the Foulum and Winnipeg and vice versa in Flevoland.

In term of robustness, both BFF and CFF were more stable than BT and RF for all datasets, especially for Foulum, thanks to their lower OA standard deviations (see Table 4). This issue could be also clearly observed in Figure 6 where the trend lines of both BFF and CFF were closer to the constant horizontal line as compared to RF and BT. Once more between BFF and CFF, the latter was more stable in all three datasets. Another result was that the mean PA and the mean UA values of both BFF and CFF were higher than those of BT and RF for all three datasets, the exception being the mean UA of the CFF for Flevoland (see Table 4).

Regarding the results of minority classes, Figure 8 indicated that in Flevoland dataset, the proposed ensembles had more PA values for the classification of five of seven minority classes (i.e. stembeans, water, potatoes, peas, and grass). They had also more

![Figure 10. (a) PA (%) and (b) UA (%) Plots averaged over nTrees for the tree ensembles and individual DT algorithms for Winnipeg dataset.](image)

**4.2. Classical versus proposed tree ensembles**
UA values in the classification of six of seven minority classes (i.e. stem beans, water, potatoes, lucerne, grass, and beet) than all or some classical ensembles. Figure 9 also confirmed the relative success of the proposed ensembles in the classification of minority classes in Foulum dataset, i.e. urban and wheat. However, in Winnipeg dataset, one of two minority classes was better classified by the proposed ensembles, and another was better classified by the classical ensembles (Figure 10). In Figures 8–10, blue and red circles indicate the successful and unsuccessful performances of the proposed ensembles, respectively, versus the classical ensembles in the classification of minority classes. Moreover, for certain classes, where PA or UA of the classical ensembles was lower than that of the individual DTs, the proposed ensembles could obtain higher values than the individual DT. This issue could be clearly seen in classifying of water in Flevoland and corn and forage in Winnipeg datasets. Accordingly, we can claim that two proposed tree ensembles, i.e. BFF and CFF, are more efficient and more reliable than two classical tree ensembles, i.e. BT and RF, for classification of imbalanced PolSAR data, especially in detecting minority classes.

Regarding the training time, both BFF and BT performed 4–10 times faster than RF. The CFF was also two times faster than RF, but 2–3 times was slower than BT and BFF. The higher speed of BFF compared to CFF may be due to the use of cost-sensitive learning in the CFF training step, rather than the equal-cost learning in BFF. Cost-sensitive learning normally takes a longer time to train the CFF. In Figure 7, we can also clearly observe that the computational time for training the RF model was increasing much quicker than the two proposed ensembles. Whereas, the time plots of both BFF and CFF had a much lower slope at almost all the nTrees. There may be two reasons for this observation, the first being the use of a filter feature selection algorithm in BFF and CFF ensembles rather than a wrapper algorithm employed in the RF. Wrapper algorithms are usually much slower than the filter algorithms, due to the use of the classifier for evaluating the selected subsets. As is previously said, RSFS employed in the RF uses $k$-NN classifier which is a time-consuming algorithm. Second, the pruning process used in two proposed ensembles can accelerate their training phase.

### 4.3. Impact of training set size

In another effort, we tried to study and compare the impact of different sizes of training samples on the classification by tree ensembles and the individual tree. For this purpose, we considered 10%, 20%, 40%, 60%, and 80% of all samples for the training data. Figure 11 presents the experimental results of Flevoland dataset. For all the ensembles, nTrees was considered equal to 5 in all sizes.

Referring to standard division of the methods, Figure 11 again confirmed higher stability of two proposed tree ensembles as compared to classical ensembles (4.3 and 5.2 vs. 6.1 and 7.5). In particular, the superiority of BFF compared to both BT and RF for various training set sizes was obvious. Among the tree ensembles, BT was the most unstable algorithm having the highest difference between the minimum and maximum of OA (i.e. around 18%). Furthermore, two proposed ensembles had higher capability (around 8% higher in OA) than two classical ensembles, especially BT, in classifying the PolSAR data when there was the smaller number of training samples. This issue was obvious in Figure 11 for the results of 10% and 20% (red circles).
In detail, when 10% of sample data were considered as training samples, the OA values of the tree ensembles were nearly 9% higher than the OA of the individual DT. For 20%, the difference varied from 6% to 11%. The larger the training samples size, the higher the OA obtained by the individual DT. For example, the OA of the individual DT was nearly same to the OA of the tree ensembles for 80%. Therefore, comparing the results of small sizes (10% and 20%) and those of larger sizes (60% and 80%), confirms the higher efficiency and capability of the ensembles systems compared to individual classifiers in classification of high-dimensional data when confronting with the limited number of training samples.

4.4. OMV and WMV versus MV

We have presented two ambiguities in the MV fusion procedure. Therefore, another experiment was undertaken to compare MV and OMV procedures at the decision fusion step in the BFF algorithm at all the nTrees in Winnipeg dataset. The OA values obtained by two procedures are presented in Table 5. The mean OA over the nTrees for the two procedures is reported in the last row.

According to this table, the superiority of OMV over MV could be clearly seen at all the nTrees. Generally, OMV has obtained OA values 0.1–3% higher than MV. Its average was also 1% higher than MV. The superior performance of OMV was more obvious in the smaller nTrees (e.g. 5, 10, and 20). The larger the nTrees used, the smaller the difference between the MV and OMV. As result, OMV seems to be able to fuse the results more objectively than the MV method.

In addition to comparing MV and OMV, Table 6 presents the comparison of WMV and MV at the decision fusion step in the CFF algorithm, at all the nTrees in Foulum dataset. From this table, similar to OMV, the WMV was more successful than MV at all

<table>
<thead>
<tr>
<th>nTrees</th>
<th>5</th>
<th>10</th>
<th>20</th>
<th>30</th>
<th>40</th>
<th>50</th>
<th>60</th>
<th>70</th>
<th>80</th>
<th>90</th>
<th>100</th>
<th>200</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>MV</td>
<td>84.48</td>
<td>81.08</td>
<td>85.38</td>
<td>83.61</td>
<td>84.56</td>
<td>85.45</td>
<td>85.46</td>
<td>83.35</td>
<td>83.45</td>
<td>84.51</td>
<td>84.33</td>
<td>83.83</td>
<td>84.16</td>
</tr>
<tr>
<td>OMV</td>
<td>86.38</td>
<td>84.11</td>
<td>88.12</td>
<td>84.53</td>
<td>85.39</td>
<td>85.79</td>
<td>85.80</td>
<td>83.63</td>
<td>83.84</td>
<td>84.70</td>
<td>84.53</td>
<td>83.95</td>
<td>85.06</td>
</tr>
<tr>
<td></td>
<td>+1.90</td>
<td>+3.03</td>
<td>+2.74</td>
<td>+0.92</td>
<td>+0.83</td>
<td>+0.34</td>
<td>+0.34</td>
<td>+0.28</td>
<td>+0.39</td>
<td>+0.19</td>
<td>+0.20</td>
<td>+0.12</td>
<td>+0.90</td>
</tr>
</tbody>
</table>

The highest difference values are set in bold.
the nTrees with 0.6–1.8% higher in OA values, and 1.2% higher in mean OA value. In the same way as OMV, the WMV had the smaller difference with the MV at nTrees >80. However, in contrast to OMV, the WMV has obtained higher OA than MV at most of nTrees <80. It was greater than 1%. Consequently, we concluded that WMV is more competent than MV, when classes have different number of samples or imbalanced distribution.

5. Conclusion

This paper addressed two problems of curse of dimensionality and imbalanced data as they applied specifically to land-cover classification using PolSAR data. The curse of dimensionality occurs when the ratio of training sample size to the number of input features is low. While the imbalanced data problem occurs when the number of samples for one or several land-cover classes is much lower than the others.

To solve these two problems, the classical ensemble systems, specifically BT and random forest (RF), as the-state-of-the-art approaches in machine learning theory, were used. Two modified ensembles were then proposed based on the idea of RF algorithm. These proposed ensembles, namely BFF and cost-sensitive filter-based forest (CFF), employed the concepts of filter feature selection, imbalanced data solutions, and extended majority voting algorithms in their structures.

The proposed ensembles had much better efficiency and reliability compared to BT, while BFF had approximately the same run time. In addition, these ensembles were generally more successful and much faster than the classic RF. Unlike RF and BT, which often gave impressive results with large ensembles, both BFF and CFF performed well with smaller ensembles. BFF and CFF also had fewer parameters to be tuned (i.e. the number of trees) and they were less sensitive to this parameter than RF and BT. This result was likely because they obtained more stable results than two others in all the nTrees. Thus, the proposed ensembles resulted in better classifications especially for minority classes in imbalanced data, and were faster. Therefore, we can suggest these proposed ensembles rather than BT and RF for classifying of multi-temporal, multi-source, high-dimensional and imbalanced data thanks to achieving higher accuracy with fewer and sparser trees.

Determining the optimum weight of each class for CFF is an important key, which requires more studies. Additional research is needed as well, to evaluate the use of OMV in fusing in the context of different classifiers.

Table 6. OA (%) of CFF with MV and CFF with WMV (experiment on Foulum).

<table>
<thead>
<tr>
<th>nTrees</th>
<th>5</th>
<th>10</th>
<th>20</th>
<th>30</th>
<th>40</th>
<th>50</th>
<th>60</th>
<th>70</th>
<th>80</th>
<th>90</th>
<th>100</th>
<th>200</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>MV</td>
<td>90.12</td>
<td>91.36</td>
<td>91.23</td>
<td>92.07</td>
<td>90.89</td>
<td>91.14</td>
<td>91.36</td>
<td>90.89</td>
<td>91.57</td>
<td>91.96</td>
<td>91.78</td>
<td>91.13</td>
<td>91.29</td>
</tr>
<tr>
<td>WMV</td>
<td>91.95</td>
<td>93.14</td>
<td>92.94</td>
<td>93.08</td>
<td>92.76</td>
<td>92.28</td>
<td>92.40</td>
<td>92.40</td>
<td>92.34</td>
<td>92.57</td>
<td>92.41</td>
<td>91.95</td>
<td>92.52</td>
</tr>
<tr>
<td></td>
<td>+1.83</td>
<td>+1.78</td>
<td>+1.71</td>
<td>+1.01</td>
<td>+1.87</td>
<td>+1.14</td>
<td>+1.04</td>
<td>+1.51</td>
<td>+0.77</td>
<td>+0.61</td>
<td>+0.63</td>
<td>+0.82</td>
<td>+1.23</td>
</tr>
</tbody>
</table>

The highest difference values are set in bold.
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